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Abstract 

 

This article presents a multidisciplinary approach called "Linked Queries Assessment" (LQA), which combines 

computer science, artificial intelligence, psychology, and philosophy to investigate biases and wisdom in AI models 

through a meta-rational lens. By examining AI model responses to relevant, related questions, LQA offers valuable 

insights into the models' inherent biases and wisdom reasoning capabilities. The article emphasises the importance of 

interdisciplinary research and adopting a meta-rational perspective to develop more balanced, unbiased, and practical 

AI systems that positively impact the economy and society. 
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Over recent months, the extraordinary 

accomplishments of ChatGPT (OpenAI) have 

captivated the attention of both the academic and 

industrial sectors. This groundbreaking 

development marks the first instance in which 

many individuals actively participate in natural 

language dialogues with computer systems. Large 

Language Models (LLMs) (Kirchenbauer J., 2023; 

Muehmel K., 2023), such as ChatGPT, possess 

capabilities beyond merely reproducing 

information created by humans. These models 

exhibit remarkable proficiency in understanding 

complex concepts and engaging in advanced 

reasoning processes. 

Nevertheless, deploying such LLMs  

inevitably raises ethical concerns and potential 

hazards related to biases, including the insufficient 

representation of diverse perspectives in the 

training data and the inadvertent reinforcement of 

stereotypes. Despite these challenges, the 

transformative capacity of LLMs, exemplified by 

ChatGPT (OpenAI), to fundamentally reshape 

human-computer interactions and propel the field 

of artificial intelligence to new heights is 

indisputable. In this article, we introduce a novel 

method for analysing biases in LLMs, which, as far 

as we know, is a first in scientific research. This 

method employs intricate queries designed to 

mimic the process of human introspection utilised 

in psychological questionnaires. We have termed 

this novel technique the "Introspective Bias 

Analysis Method" (LQA). 

Human introspection is the process through 

which individuals engage in self-reflection, 

examining their thoughts, emotions, and 

motivations. It is critical to self-awareness, 

personal growth, and emotional intelligence. By 

looking inward, individuals can better understand 

their mental states, beliefs, and decision-making 

processes. 

Introspection (Schwitzgebel E. 2019) is 

significant in various disciplines, such as 

psychology and philosophy. In psychology, 

introspective techniques are often employed to 

help individuals identify patterns of thought and 

behaviour, paving the way for therapeutic 

interventions and personal development. 

Philosophically, introspection has been a subject of 

debate, with some philosophers arguing that self-

knowledge is possible through introspective 

means, while others contend that external factors 

may influence self-perception. Despite its 

importance, human introspection is not without 

limitations. Subjectivity and bias can distort self-

assessment, leading to an inaccurate understanding 

of oneself. Moreover, introspective abilities can 

vary significantly from person to person, making it 

difficult to generalise findings across populations.  

LLMs currently lack an explicit self-assessment 

mechanism to serve as an introspection analogue. 

However, researchers can develop questionnaires 

that effectively expose significant biases, as 

demonstrated in this article. While biases can be 

concerning, they may also be perceived as wisdom 


